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Abstract 
This study presented a decision support system based on data mining and 
machine learning techniques for accurate prediction of cardiac patients' deaths 
because resources in the hospitals are limited; therefore, appropriate allocation 
of resources will improve the survivability of cardiac patients. Data mining 
techniques are widely used by researchers to uncover hidden information and 
patterns that could potentially save or prolong patient lives. Age, gender, high 
blood pressure, cholesterol, and irregular heartbeat rates are some of the 
variables considered for this study. This study used medical health records data 
from 368 observations with 55 unique features. This work presents a machine 
learning-based approach for predicting cardiac patient death by employing an 
electronic health record (EHR) dataset. The constructed model is based on a 
genetic algorithm (GA) for selecting important features from the dataset and a 
Random Forest (RF) model for classifying mortality in cardiac patients. The 
hyperparameters of RF models were optimized using a grid search algorithm for 
improved performance of RF. A public dataset was obtained in order to evaluate 
the efficacy of the constructed GA_RF model. One of the problems that we 
encountered during this study was imbalance classes in the collected dataset. The 
machine learning models tend to bias toward the majority class in the dataset. To 
overcome this problem, the Random Under Sampling (RUS) method was 
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employed. The performance of the constructed GA_RF model was tested on 
several evaluation metrics, and results validate the effectiveness of the proposed 
GA_RF model for mortality prediction in cardiac patients. 
Keywords: machine learning; cardiac morality; feature ranking; random forest; 
imbalance classes. 
 
Introduction 
The World Health Organization (WHO) projects that heart disease will be the 
primary cause of 23.6 million deaths worldwide by 2030; therefore, creative 
approaches to avoid complications will be needed, even in the face of challenging 
tasks and false presumptions. This rapid increase in cardiac patients will put a 
significant burden on the healthcare system. The resources in the healthcare 
system are limited; therefore, appropriate allocation of resources will improve the 
survivability of the cardiac patients [1]. Furthermore, the healthcare industry 
generates a significant amount of data, including repetitive information, 
numerous assignments, incomplete data, and a warm relationship with time [2]. 
However, this electronic data is frequently stored by healthcare departments for 
future use. The researchers are using medical health data for several diseases’ 
prediction, such as dementia, heart failure, stroke, and cancer. The data mining 
techniques are also employed by the researchers for the identification of risk 
factors that are associated with diseases. Furthermore, improvements made in 
the field of artificial intelligence also motivated the researcher to build decision 
support systems that would help medical practitioners in real-world scenarios 
make the best decision.  
According to the World Health Organization, 17.9 million deaths worldwide in 
2019 due to cardiovascular diseases, and 85% of these deaths were caused by 
heart attacks and strokes. Although identifying diseases based only on symptoms 
is difficult, early disease detection is essential for survival. To help doctors 
diagnose patients accurately, computational algorithms have been developed. 
This study combines support vector machines and neural networks for optimal 
results in biomedical-focused decision support systems that use classification 
models to evaluate and compare data [3]. 
Numerous systems for clinical decision-making have been developed by 
researchers [4], machine learning and data mining-based automated diagnostic 
systems for many different kinds of medical ailments, such as hepatitis [5], 
dementia [6],[7], and heart disease [8], [9]. Proposed an intelligent learning 
system based on RF and a random search algorithm for the early detection of 
heart disease. Other researchers created distinct methods as well. Their proposed 
model's accuracy was 93.33%, the highest level that was feasible [10]. Anxiety, 
tension, and restlessness are on the rise due to the fast-paced lifestyles of today. 
The leading cause of illness in younger generations is heart diseases, which 
include arrhythmia, mitral regurgitation, hypertrophic cardiomyopathy, dilated 
cardiomyopathy, coronary artery disease, congenital heart diseases, heart attacks, 
heart failure, and myocardial infarction [11]. The study focused on 13 traits and 
risk variables while examining data mining techniques for predicting fatal cardiac 
conditions. Decision trees, naive bayes, and neural networks were used to 
compare the accuracy rates. The study found that neural networks outperformed 
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decision trees and naive bayes with the highest accuracy rate of 100% in 
predicting heart disease and death [12]. 
Heart disease is common in young people; peripheral vascular disease, renal 
abnormalities, and stroke are the main causes. The Heart Disease Prediction 
System (HDPS) is crucial for early disease predictions, especially for people in the 
30- to 40-year-old age range. Early disease prediction models are developed 
using data mining techniques such as intelligent support vectors. This technique 
reduces the cost of treatment by enabling the quicker and more accurate 
identification of cardiovascular diseases [13]. This study evaluated the predictive 
power of several data mining techniques for heart diseases. Using a neural 
network and patient data from 15 different parameters, the most accurate 
method was identified. When combined with genetic algorithms and feature 
subset selection methods, decision trees proved to be a helpful strategy [14]. 
The objective of this study is to leverage from data mining and machine learning 
approaches for constructing a decision support system based on medical health 
data for predicting mortality in cardiac patients so that the resources in the 
hospital should be efficiently used. However, there are a few limitations of 
machine learning techniques that need to be addressed, such as that machine 
learning models tend to bias toward the majority class in the dataset. Therefore, 
proposed decision support should eliminate this problem for predicting 
mortality. To overcome this problem, the newly developed decision support 
system utilized random sampling technique to balance the classes in the dataset. 
Moreover, another problem faced by the machine learning models was 
overfitting. To avoid this problem, the proposed decision support system 
employed feature selection techniques so that machine learning should not learn 
noise or irrelevant information from the dataset. The employed feature selection 
algorithm also helps us to understand the risk factors that cause mortality in 
cardiac patients. The following is an overview of the study's primary 
contributions: 

 For predicting cardiac patients' death, a decision support system called 
GA_RF is proposed; 

 Genetic algorithm was employed to overcome the problem of model 
overfitting; 

 The random under sampling (RUS) technique is used to overcome the 
issue with the bias machine learning model caused by the dataset's imbalanced 
classes; 

 The developed decision support system (GA_RF) improves the 
performance of the traditional random forest model by 5.0% for the prediction of 
death in cardiac patients and outperforms other state-of-the-art machine 
learning models;  

 The risk variables that contribute to cardiac patients' mortality are also 
identified by the proposed GA_RF model. The mortality rate for cardiac patients 
can be significantly decreased by addressing these risk factors;  
 
Materials and Methods  
This section presents a thorough examination of all the techniques used in 
building the proposed (GA-RF) model as well as the dataset used. The pre-
processing of acquired medical health data, the selection of important features 
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using a genetic algorithm, the application of the random under sampling 
technique to address the bias problem associated with the proposed model, and 
the optimization of the random forest model for classification. 
2.1. Dataset Description 
The study utilized an online publicly available dataset consist of 55 features of 
cardiac patients with a total sample sized of 368. The demography of observation 
in the collected dataset were 83 women, 285 men, and 80 cardiac patients as 
given in Figure 1. The detection of cardiac death and the absence of a connection 
between heart disease and death were done using binary labeling. Excellent and 
poor case studies for men and women were both displayed by the statistical data. 

 
Figure 1. The dataset’s sample distribution 
 
Proposed Model 
Five stages comprise the proposed work: data collection, preprocessing, feature 
selection, classifier application, and prediction. The secondary data collected for 
this study’s dataset came from an online source. There are 75 unique attributes in 
the dataset. The dataset contains 368 samples in total. As a result, data was 
extracted, and the selection criteria that had the strongest correlation to mortality 
prediction were identified. Figure 2 presents the workflow of a newly constructed 
decision support system for predicting mortality in cardiac patients.  

 
Figure 2. GA-RF model for cardiac mortality prediction. 
After loading the dataset, the first of the proposed models is data preprocessing. 
The machine learning algorithms work well when data is in refined form. 
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Therefore, several operations were carried out to process the data, such as data 
cleaning, normalization, and data standardization. In the data cleaning 
operation, the missing values were handled, while in the normalization operation, 
the data types of each feature in the dataset were normalized. Data was 
standardized by employing the z-score standardization method on the whole 
feature space. Data standardization is a preprocessing technique that rescales the 
features of your data, so they have a mean of 0 and a standard deviation of 1. This 
is particularly useful in machine learning when you have features with different 
scales, as it helps many algorithms perform better. The mathematical formula for 
z-score standardization for feature (F) and standardized value Standardization is 
given as: 

                
   

 
 

Where  the mean of the feature is values and   is the mean of the feature values. 
After standardization, the features have a mean of approximately 0 and a 
standard deviation of 1. 
Following the data standardization, a feature selection module was deployed to 
select the most relevant features from the data. The proposed model employed a 
genetic algorithm (GA) for this task. GA is a successful search approach for 
investigating complex spaces using natural selection and population genetics 
concepts. It allows for easy input property selection for neural networks, with 
each feature having a binary chromosome. Fitter individuals are more likely to 
pass on their genes to the next generation, resulting in a ’Survival of the Fittest’. 
The future generation is produced through replication, fitness rating, crossover 
points, and mutation.  
Following feature selection from a GA, data partitioning was performed using a 
holdout validation strategy for the goal of training and testing the newly built 
model. Unfortunately, the data contains imbalanced classes, which may result in 
biased results. Machine learning (ML) models trained on imbalanced data are 
prone to bias, favoring the majority class while disregarding the minority class. 
Because minority class cases are taught seldom throughout the training phase, 
minority class prediction is unusual, ignored, and unreported. In the literature, 
several approaches to handling imbalanced data have been put forth. The 
technique that is most frequently used is resampling. Two techniques make up 
this strategy: under-sampling and oversampling. Oversampling equalizes the size 
of each class in training data by duplicating minority class samples. In order to 
balance the size of each class, some majority class samples are eliminated during 
the training phase. Therefore, a model is supposed to behave impartially when 
trained with balanced data. Numerous methods for under-sampling have been 
put out in the literature. However, it has been discovered that random under-
sampling is the easiest method and performs similarly to other methods. As a 
result, the proposed model used the random under-sampling strategy to enhance 
the training process and minimize bias from the models created. The random 
under sampling approach selects participants at random from the larger class in 
each iteration/fold of a cross-validation trial until the training data is balanced. 
Hence, the training process is improved or balanced. It's important to remember 
that the resampling methods are only applied to the training data during each 
cross-validation cycle, not the entire dataset before cross-validation. Figure 3 
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presents the original distribution of data along with balanced data after applying 
a random under sampling technique. 

 
Figure 3. Data distribution overview before and following under sampling. 
 
After balancing the training dataset, the selected features were fed into a random 
forest model for the classification of the mortality prediction. The 
hyperparameters of the RF model were optimized using the grid search 
algorithm. The optimized RF model was trained on the balanced data. In the next 
step, the test data was used for the performance evaluation of the optimized 
trained RF model. The results were reported on the test data.   
    
Experiments and Results 
3.1. Validation and Evaluation Metrics 
Researchers test the efficacy of the machine learning models through a variety of 
validation techniques [15]–[16][17]. In this study, we employed a holdout-
validation scheme. In the holdout validation scheme, the collected dataset is 
partitioned into sections such as 70% of the dataset is used for the training 
purpose of the proposed model while 30% dataset is used for the testing of the 
newly constructed model [18]. 
The effectiveness of the constructed model has been assessed using several 
evaluation metrics, such as accuracy (Acc.), sensitivity (Sens.), specificity (Spec.), 
and Mattew’s correlation coefficient (MCC). MCC was selected for the statistical 
analysis of the proposed model. A prediction with an MCC value of 1 is 
considered the best; one with a value of 1 is the worst. The evaluation metrics that 
were selected for the evaluation of the proposed model are given as follows: 
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Where TP stands for true positive, FP stands for false positive, TN denotes true 
negative, and finally, FN presents false negative. 
3.2. Experimental Configuration  
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This section provides information regarding all four experiments that were set up 
to analyze the impact of imbalance classes in the dataset as well as the efficiency 
comparison of the proposed GA_RF models along with other state-of-the-art 
machine learning models using all features in the dataset and top selected 
features by the genetic algorithm. All the experiments were done using a 
Windows 10 PC with 32 GB of RAM and an Intel Core TM i7-8250U CPU running 
at 2 GHz. The Python 3.7.0 software package and the Anaconda Spyder 
integrated development environment (IDE). 
3.2.1. Experiment 1: ML Models Performance Using All Features on an 
imbalanced dataset 
We employed state-of-the-art ML models such as decision tree (DT), random 
forest (RF), naïve Bayes (NB), logistic regression (LR), k-nearest neighbors 
(KNN), and support vector machines (SVM) with various kernels (polynomial, 
RBF, linear, and sigmoid functions). The performance of the developed ML 
models was assessed using all features of the dataset. It is significant to 
remember that the classes in the dataset differ from one another. We thus 
preserved the dataset in its entirety and original form for this experiment. Table 1 
displays the sensitivity, specificity, accuracy, and MCC of the various machine-
learning algorithms for cardiac disease-related death prediction. Regarding 
cardiac mortality prediction, the linear kernel support vector machine (SVM) 
showed the highest accuracy of 85.24%. The specificity values of each machine 
learning model in Table 1 are less than the sensitivity values, suggesting that the 
ML models in the dataset tend to favor the majority class. Therefore, we must 
address this problem in the upcoming experiment. Moreover, non-constant 
accuracy tests and train values are observed in some machine learning models, 
like SVM, suggesting an overfitting phenomenon. Therefore, we also need to 
address this issue in the next experiments. 
 
 Table 1: Performance of ML models on an imbalanced data set using all features. 
MODEL ACC._TR

AIN 
ACC._TE
ST 

SENSITIV
ITY 

SPECIFIC
ITY 

F1 
SCO
RE 

MCC 

NB 68.06 73.87 99.50 68.32 74.00 0.52
30 

LR 89.85 81.55 92.70 59.37 84.70 0.555
7 

DT 86.35 77.70 85.70 61.50 86.70 0.43
54 

RF 93.70 83.77 78.78 63.70 89.70 0.46
58 

KNN 83.75 84.38 86.51 59.30 87.70 0.475
7 

AdaBoost 80.29 82.88 82.70 64.70 82.70 0.58
28 

SVM_RBF 57.50 81.70 81.98 60.50 79.90 0.39
91 

SVM_sigm
oid 

66.21 67.56 80.33 66.34 68.70 0.33
67 
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SVM_linea
r 

81.92 85.24 80.70 68.00 91.20 0.419
0 

SVM_poly 83.32 82.78 82.70 71.71 83.70 0.35
39 

3.2.2. Experiment 2: Performance of ML Models Using All Features on Balance 
Dataset 
The first experiment clearly shows that ML models typically favor the class that 
makes up most of a dataset. First, to avoid this prejudice problem, we balance the 
training data. We used the random under sampling (RUS) approach to ensure 
that each class’s size in the training data is balanced. Any attempt to balance the 
testing set will lead to overfitting of the model; the training set is the only set of 
data that is balanced. Table 2 shows that the ML models perform better when the 
data is balanced, suggesting that bias has no impact on the models’ functionality. 
The SVM with a linear kernel had the best accuracy, at 90.44%. When comparing 
Table 2 to Table 1, it is observed that both sensitivity and specificity have 
increased, suggesting that the biased problem is no longer affecting our machine 
learning models. 
 
Table 2: ML model performance used all features on a balanced dataset. 

MODEL 
ACC._TR
AIN 

ACC._TE
ST 

SENSITIV
ITY 

SPECIFIC
ITY 

F1 
SCO
RE 

MCC 

NB 69.16 74.87 99.50 74.52 73.50 
0.52
90 

LR 90.35 85.55 92.70 89.17 84.50 
0.55
47 

DT 86.35 86.70 85.70 77.70 86.70 
0.43
54 

RF 93.70 89.57 78.38 73.70 91.50 
0.46
58 

KNN 82.85 87.38 86.51 72.30 87.70 
0.47
49 

AdaBoost 81.39 82.88 82.70 89.10 82.70 
0.58
38 

SVM_RBF 47.70 81.70 81.98 88.90 81.70         
0.39
37 

SVM_sigm
oid 

68.31 67.56 80.23 76.14 67.70         
0.33
23 

SVM_linea
r 

     92.12 90.44 80.70 85.20 92.70 
0.419
0 

SVM_poly 80.52 81.98 81.70 77.91 81.10        
0.35
39 

3.2.3. Experiment 3: Proposed Model GA_RF Performance on balanced Data 
In this experiment, we used the GA module to confirm the effectiveness of a 
recently proposed method (GA_RF) for extracting the most relevant features 
from the dataset. In the meantime, categorization was done using the optimized 
RF. A lattice research method was used to optimize the RF model’s 
hyperparameters. Table 3 demonstrates the performance of the proposed model 
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on the number of selected features (SF) based on a genetic algorithm. F1 score, 
ACC._TRAIN, ACC._TEST, sensibility, specificity, and the Matthews correlation 
coefficient (MCC) are the metrics used to measure training accuracy. Using only 
10 of the dataset’s characteristics, the proposed model GA_RF obtained the 
highest test accuracy (ACC._TEST) of 95.09% from Table 3, along with a training 
accuracy (ACC._TRAIN) of 91.22%, sensitivity of 98.50, specificity of 81.27, F1 
score of 94.50%, and MCC of 0.8463, with the best RF hyperparameter values 
provided at a tree’s maximum depth (D = 5). By comparing Tables 2 and Table 3 
results, it is demonstrated that the suggested model GA_RF is about 4% superior 
to the conventional RF model, which makes use of all the dataset’s features. 
Nonetheless, the suggested model GA_RF only employs ten features, minimizing 
the temporal complexity of the suggested approach. 
 
Table 3: On balance dataset; performance of the proposed GA_RF model. 

S
F 

HYPE
R. 

ACC._TR
AIN 

ACC._TE
ST 

SENSITIV
ITY 

SPECIFIC
ITY 

F1 
SCO
RE 

MCC 

0
8 

E:10, 
D:10 

92.41 88.78 92.81 70.50 88.50 
0.616
4 

0
9 

E:100, 
D:5 

91.15 84.28 55.34 95.50 84.50 
0.575
9 

0
7 

E:100, 
D:5 

95.46 88.88 63.83 98.03 88.50 
0.69
51 

11 
E:10, 
D:5 

96.71 91.49 68.24 99.12 91.50 
0.78
09 

11 
E:200, 
D:5 

96.20 92.39 70.50 97.46 92.50 
0.79
87 

12 
E:200, 
D:2 

96.27 89.68 64.14 96.85 89.50 
0.747
6 

13 
E:100, 
D:5 

96.27 93.29 99.50 72.91 93.50 
0.817
2 

14 
E:200, 
D:5 

97.72 92.39 98.15 73.58 92.50 
0.76
97 

10 
E:100, 
D:10 

91.22 95.09 98.50 81.27 94.50 
0.84
63 

12 
13 
14 
14 

E:10, 
D:2          
E:100, 
D:10 
E:200, 
D:2 
E:100, 
D:5 

94.06               
95.06 
97.21 
97.72 

91.39 
93.49 
93.32 
94.19 

95.76               
96.65 
97.02 
99.50 

86.50 
77.81 
71.50 
75.50 

91.50       
93.50 
93.50 
94.50 

0.814
8 
0.81
80 
0.82
81 
0.83
66 

Additionally, a thorough evaluation of the newly proposed method (GA_RF) is 
carried out by utilizing the receiver operator characteristic (ROC) curve. The ROC 
curve is a visual representation used to assess the effectiveness of a binary 
classification model by depicting the trade-off between True Positive Rate (TPR) 
and False Positive Rate (FPR). Furthermore, the ROC curve calculates the area 
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under the curve (AUC). AUC is a single measure that summarizes the ROC curve. 
It goes from 0 to 1, with 1 indicating a perfect model, 0.5 representing random 
guessing, and anything less than 0.5 indicating worse-than-random performance. 
Hence, a graph with a large area under the curve is deemed more accurate. AUC 
is useful because it gives an overall picture of performance across all 
categorization levels. Thus, the performance of the newly constructed model 
(GA_RF) is compared with the conventional RF model. It can be depicted from 
Figure 5 that the proposed model achieved an AUC of 95% in comparison to the 
conventional RF model, whereas in Figure 6, the conventional RF model obtained 
an AUC of 90%.  

 
Figure 4. ROC of the newly proposed model’s (GA_RF). 

 
Figure 5. The ROC curve of the traditional RF model.  
Furthermore, the proposed model’s performance was also assessed using the 
confusion matrix that was employed. Figure 6 provides an overview of the 
confusion matrix (GA_RF) for the proposed model. 
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Figure 6. GA_RF proposed the model’s confusion matrix. 
To validate the proposed model on balanced data, we also evaluated the model’s 
performance on imbalanced data, as Table 1, 3 show. To analyze the performance 
of the proposed model (GA_RF) on imbalanced data, several assessment 
indicators were employed. Crucial factors include MCC, F1 score, precision, 
sensitivity, and specificity. Unbalanced data (Table 4) reveals that the best 
accuracy of 87.15% was obtained by using only ten carefully chosen features, in 
contrast to balanced data, where the proposed model achieved the highest level of 
accuracy (95.09%) by using the same number of features (10). 
 
Table 4: On imbalanced data, the suggested model (GA_RF) performed well. 

S
F 

ACC._TRAI
N 

ACC._TES
T 

SENSITIVIT
Y 

SPECIFICIT
Y 

F1 
SCOR
E 

MCC 

0
2 

77.54                 82.10             81.58             75.75             81.50          
0.240
5 

04 80.48                 82.98 84.15             57.64             82.50 
0.258
1 

06 79.48                 83.00             83.70             60.50             82.50          
0.254
5 

0
8 

84.74                 84.78             91.41             57.02             82.50          
0.495
8 

10 88.82                 87.15             91.61             62.40             86.50          
0.535
1 

13 88.50                 85.34             90.61             60.50              85.50         
0.495
7 

Out of the total 55 features, the GA selected the ten most significant features, 
which are 6, 10, 12, 22, 27, 36, 37, 41, 48, and 53. These are the main risk factors 
that contribute to cardiac mortality. 
 
Table 5: Description of the top 10 selected features from the data by GA. 

Sr. No 
Selected 
Feature 

Description of 
feature 

01            06         Lifestyle 
02             10 Hyperlipi 
03             12          Family History 
04             22          S. Sodium 
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05             27          ESR 
06 
07 
08 
09 
10              

36 
37 
41 
48 
53         

Neutrophil 
Lympho 
Co 
Restecg 
Ca 

 
Experiment 4: ML Model Performance Utilizing the GA Feature 
In this experiment, we compared the performance of state-of-the-art machine 
learning models, such as NB, KNN, RF, DT, LR, and SVM with different kernels, 
using the GA feature selection module and the recently released model (GA_RF). 
The hyperparameters of the selected ML models were also adjusted through the 
grid search method (optimization process). From the dataset, we selected 
balanced classes to ensure a precise comparison. The outcomes of the selected 
machine learning model are shown in Table 6, which also includes the proposed 
model (GA_RF) with the number of selected features (SF) from the data by 
genetic algorithm. Together with other metrics such as sensitivity, specificity, 
Matthew’s correlation coefficient (MCC), training accuracy (ACC._train), and test 
accuracy (ACC._test) used to assess the performance of different machine 
learning models.  
 
Table 6: Performance of ML models utilizing the GA feature selection module on 
balanced data. 
MODEL S

F 
ACC._TRA
IN 

ACC._TE
ST 

SENSITIVI
TY 

SPECIFICI
TY 

MCC 

NB 0
3 

65.15            72.57 87.84 67.87 0.256
2 

LR 13 84.34            78.87   97.64 61.84 0.540
8 

DT 14 94.69 88.78   95.02 67.16 0.645
3 

KNN 0
9 

84.59            87.88 90.92 71.08 0.566
0 

AdaBoost 14 91.64            86.98 95.68 72.21 0.619
8 

SVM_linea
r 

14 83.88 72.57 95.88 79.63 0.439
1 

SVM_sigm
oid 

13 81.05            68.06 97.05 63.34 0.418
2 

SVM_poly         11 93.17            86.58 97.96 65.87 0.662
4 

SVM_RBF        
Proposed 
Model 

11 
10 

92.67               
91.22             

90.71             
95.09 

99.52           
98.50 

72.83        
81.27 

0.702
2  
0.846
3 

When comparing the test accuracy of various machine learning models that 
utilize the same feature selection module (GA), the newly constructed model 
(GA_RF) achieved the highest test accuracy of 95.09% by utilizing only 10 
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features from the dataset. The decision tree is in the second spot with a test 
accuracy of 94.69% using only 14 features from the dataset, while in third place is 
the support vector machine with a polykernel, which obtained a test accuracy of 
93.17% by using only 11 features from the dataset. Additionally, the effectiveness 
of the machine learning models is also assessed using the ROC curve. Figure 7 
displays the ML models’ performance using the AUC criterion on the balanced 
dataset and the GA feature selection module. SVM has the highest AUC of 91.70% 
among machine learning models. 

 
Figure 7. ROC curves analysis of ML models based on GA feature selection 
methods. 
 
Conclusions 
This study describes a machine learning-based system for predicting cardiac 
patient death by using medical health data. The proposed model is composed of 
two components: an RF model for mortality classification and a genetic algorithm 
(GA) for choosing important features. To balance the classes in the dataset, the 
random under sampling (RUS) method was used on the training data. Using just 
10 features from the first module, the proposed model obtained the highest test 
accuracy of 95.09%. Additionally, the proposed model (GA_RF) performed better 
than other state-of-the-art machine learning models. 
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