
346 

 

Dialogue Social Science Review (DSSR) 
www.thedssr.com 
 
ISSN Online: 3007-3154 
ISSN Print: 3007-3146 
 

Vol. 3 No. 3 (March) (2025)  

 

A Classification of Disaster Responses Based on an 
Analysis of Data from Social Media 

 
Muhabbat Hussain (Corresponding Author) 
FAST National University of Emerging Science and Technology, Karachi,  
Pakistan. Email: muhabbathussain777@gmail.com 
 
Hussain Akbar 
School of Mechatronics Engineering and Automation, Shanghai University, 
Shanghai, 200444, China. Email: Hussainakbar@shu.edu.cn  
 
Fateh Aman 
Department of Computer science & information technology, Superior university 
main campus Sargodha (40100), Punjab, Pakistan.  
Email: amanmalik967@gmail.com  
 
Hafiz Muhammad Sarmad Abid 
Department of Project and Operations Management, The Islamia University of 
Bahawalpur, Punjab, Pakistan. Email: Sarmad6868@gmail.com  
 
Shakeel Ahmed 
Bs Hons Final Year Library Information science and archive studies, University 
of Sindh, Jamshoro. Email: shakeel.ahmeduos@gmail.com  
 
Masooma Soomro 
Bs Hons Final Year Library Information science and archive studies, University 
of Sindh, Jamshoro. Email: masoomasoomro05@gmail.com  
 
Abstract 
During any natural disaster, a lot of information is created on social media; users 
produce a lot of information, such as Twitter, to post textual and multimedia 
content to report updates about injured or dead/missing people, needs and other 
information types. However, in the past, research in this field has not had much 
data available; for this purpose, we will require entirely different approaches, 
tools, and techniques to help inform decision-making under uncertain 
conditions. The fundamental target of our research in this field is to improve 
disaster relief efficiency and attention and extract useful information from social 
media data, like public attitude toward disaster response and the public demands 
for the targeted based on properties such as needs, damages, etc. In this study, 
public perception is assessed qualitatively by manually classifying, which 
contains lots of information like demand for target relief supplies, satisfaction 
with the disaster response, and public fairness. So, by using public tweets, are 
analyzed using different machine-learning models. And to better provide the 
decision maker with the appropriate model, the comparison of different machine 
learning models based on computational time and prediction accuracy is 
conducted. 
Keywords: Natural Disaster, Social Media, Twitter, Machine Learning, Disaster 
Relief, Public Perception. 
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Introduction 
Social media platforms, particularly Twitter, have become increasingly important 
for real-time information sharing during disasters and emergencies. User-
generated content, including text, images, and videos, can significantly enhance 
situational awareness for emergency responders and other stakeholders, 
enabling more informed decision-making. However, the sheer volume of social 
media communication during a crisis often includes substantial noise and 
irrelevant information. It is crucial to develop methods for efficiently filtering 
and extracting actionable information from this ever-growing data stream. This 
necessitates categorizing messages into meaningful, high-level classifications to 
identify relevant and actionable data. Given the overwhelming data volume, 
manually analyzing each tweet in real-time is impractical for emergency 
managers and other stakeholders. 
This study explores the use of various artificial intelligence techniques, such as 
information extraction and classification, to automate this process. During a 
natural disaster, numerous tweets are posted, but determining which tweets 
contain crucial information and user intentions is challenging. The rapid growth 
of social media users and the corresponding increase in disaster-related tweets 
present both a challenge and an opportunity. Many of these tweets can be 
invaluable to disaster management teams, enabling them to provide timely and 
targeted assistance to affected populations. 
By analyzing social media posts, we can identify critical tweets, verify their 
relevance to the disaster, and extract key information such as location, expressed 
needs, and required items. This involves identifying location details (country, 
city, region) and searching for keywords indicating specific needs or requests, 
such as "need," "needed," "requiring," "urgent," "emergency," and "important." 
Furthermore, extracting information about necessary items like tents, food, 
water, medicine, and hygiene supplies can aid in coordinating relief efforts. 
This analysis will enable us to provide disaster management teams with 
actionable information, including the precise location of the disaster, the specific 
needs of those affected, and the types and quantities of emergency supplies 
required. This information can significantly improve disaster response, 
particularly in regions like Pakistan, which currently lack a robust and efficient 
disaster management system. By leveraging social media data, we aim to bridge 
this gap and facilitate a more timely and effective response to emergency 
situations. 
After analyzing the tweets, we can find what is required of disaster-affected 
people. How we can help them based on places and requirements in a short time. 
After analyzing the tweets, we can find what is required of disaster-affected 
people. How we can help them based on places and requirements in a short time 
 
Literature Review 
Such countless works they are comparative with at present working, yet they 
have in an unexpected way. We have reviewed lots of literature, but some are 
mentioned here. 
Real-time Disaster Mitigation: focuses on accelerating disaster mitigation efforts 
by mining and analyzing social media data. This includes examining public 
attitudes towards disaster response and identifying community needs for 
targeted relief supplies during various types of disasters. The study primarily 
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focuses on high-impact events, analyzing properties such as duration and 
damage assessment based on a dataset of 41,993 tweets [1]. 
Political Sentiment Analysis: explores mining tweets to extract political 
sentiments and model them as a supervised learning problem. The study 
analyzes tweets related to the 2019 Indian General Elections, examining public 
sentiment towards major political parties. A predictive model, trained on 
sentiment data, is used to forecast election outcomes. Long Short-Term Memory 
networks are employed for representation modeling, and their performance is 
compared with traditional machine learning models [2]. 
Multimodal Disaster Response: presents a comprehensive analysis of textual and 
multimedia content from a large volume of tweets posted during three disaster 
events. Using various AI techniques from NLP (Natural Language Processing) 
and CV (Computer Vision), the study leverages diverse computational 
approaches to process disaster-related data. The research highlights the 
identification of various types of actionable information to inform emergency 
managers and responders and discusses the development of future automated 
disaster management systems [3]. 
Multimodal Dataset for Crisis Response: addresses the need for comprehensive 
datasets by presenting a large multimodal dataset collected from Twitter during 
various disaster events. The study provides three types of annotations useful for 
various crisis response and management efforts by different humanitarian 
organizations [4]. 
Big Data and Disaster Management: emphasizes the role of advancements in 
computing, including mobile devices, internet access, social media, and big data 
analytics, in transforming data exchange during disasters. This supports disaster 
managers with data-driven responses to disaster management challenges. Big 
data enables risk assessment through infrastructure data and sensor data, 
provides insights into affected populations through smartphone and social media 
data, and helps establish objective functions for local emergency response. 
Furthermore, big data offers continuous streams of on-site disaster information 
through data mining. By analyzing continuous disaster information, assessments 
create dynamic information loops on disaster events, assisting managers in 
developing real-time, accurate, and proactive rescue strategies. Big data can 
contribute to all phases of disaster management: prevention, preparedness, 
response, and recovery, ultimately improving a city's resilience to disasters [5]. 
A unique catastrophe response system known as HAC-ER is proposed. HAC-ER 
connects individuals, trained professionals, automated systems, and 
programmed responses in cooperative associations to enhance their individual 
and collective capabilities. The development of HAC-ER involved end-users, 
including professionals and volunteers, in participatory design workshops, 
practical training, and field tests of progressively advanced models of individual 
components and the complete system. This collaborative approach yielded both 
quantitative and qualitative results, as well as new research questions. HAC-ER 
demonstrates how human-agent collectives can address key challenges in 
disaster response. Specifically, it utilizes crowdsourcing combined with AI to gain 
comprehensive situational awareness from large volumes of reports posted by 
the public and trusted organizations. This information can then inform human-
expert teams in organizing multi-UAV operations and task allocation plans for 
ground responders. Finally, HAC-ER incorporates a mechanism for tracking and 
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utilizing the attribution of data shared across the system to ensure 
accountability. All components of HAC-ER are openly supported, and their 
performance is evaluated against standard (non-HAC) baselines to demonstrate 
the value of the complete structure [6]. 
Studies using AIDR have shown its potential in processing social media messages 
during disasters. These messages offer real-time or low-latency situational 
awareness, enabling more effective crisis response. Different emergency response 
organizations need different types of information. For example, infrastructure 
damage reports should go to specific agencies, while water and food availability 
reports should be directed elsewhere. Disaster response strategies vary across 
different phases of disaster preparedness, response, and recovery, each with 
unique data requirements [7]. 
In the wake of investigating their previous work, we appreciate that in internet-
based media, consistent response to disaster follows a comparable model; in 
other words, messages posted through electronic media during the early phases 
of a calamity talk about the readiness and notification ahead of time, while 
messages posted during the later stages report system mischief, gift, and 
misfortunes expected to report or available, etc. [9]. 
In another paper (Artificial Intelligence for Disaster Response) AIDR was used to 
channel the Twitter stream where the client can screen the grouping of the status 
like total dealt with the thing, the time sneaked past, etc. and a short time later 
finally, a consequence of messages organized into the classes is created, and after 
these are used to different crisis maps on the other sort of reports. For example, 
the buyer application is the current variation of Crisis Tracker, which is used 
AIDR to engage to play hooky of income, which change by sending circumstance 
to consolidate for instance spectator accounts, reports of damage establishment, 
or reports of mercilessness [7]. 
In the [11] paper, they apply social media intelligence for disaster response and 
management in smart cities. They aim to develop a cloud based on the big data 
framework; also, they were able to get different types of data from different 
sources. And apply machine learning techniques to collect and apply the process 
and get some results for the response for support of the different types of any 
emergency response and also focus on quickly. When they have collected the 
right data and further investigated the data sources and checked the data, it is 
suitable for their techniques where the data are working perfectly and well- 
extracted from the data representation. The main goal of their work is to display 
valuable information to the decision-maker for any emergency response that 
helped them, and finally, they want some contribution to research and 
facilitating comprehensive disaster management of their framework. And they 
will have helped us with any emergency response operation for smart cities. 
In [12], the first increase in users on social media platforms, and they generate a 
huge amount of data in the form of the unstructured way. Like testing the form of 
messages, blogs, chats, and posts. The exchange of information on social media is 
one of the remarkably convenient mediums where it‘s easy to express opinions 
and ideas, and if a large number of users like it, then it gains popularity. Twitter 
is one of the popular social media platforms, and they have contained a large 
amount of data. So, in this paper, they will analyze people‘s predictions and 
opinions and predict the model, It‘s a supervised learning problem. 
In [14], this research focuses on how to support disaster response. For this 
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purpose, they have proposed a mathematical programming approach in real time 
with the related information, and by using this real-time data, they provide how 
to optimize the post-disaster decision for any emergency response. So, this 
decision can support a tool chat that can provide effective and rapid solutions, 
and such a type of support is essential for disaster. 
In [15], this paper focuses on the disaster situation of the affected family and, due 
to this disaster, the separation of the family and its default to tracking refugees. 
For this purpose, they have designed a system for tracking refugees, and this 
system is a bigger part of the system for more comprehensive disaster response. 
By using this system, they identify the personal ID and their location based on 
the record. After finding out the ID and location, they search for the family and 
related group for better treatment. 
In [16], this paper analyzes the uploaded pictures after the disaster occurs and 
some issues that occur and the difficulty to find out the exit location on the map. 
There are two main reasons for such a type of difficulty: one is the picture in a 
different direction in terms of different heights of the image. 
In [17], this paper focuses on big disasters, both natural disasters and man-made 
disasters, for example, the Wenchuan earthquake and Fukushima nuclear 
disaster, and such types of large disasters make it impossible to dispatch the 
relevant person to search for or immediately take any action. So, for this purpose, 
they have proposed the use of the architecture of the Internet of Things (IoT) 
(artificial intelligence + Internet of Things) to cooperate with the surface of the 
ground and underwater robots to apply to such types of disasters. For this issue 
in training, they use a deep learning model and different model verification to 
train in the deep learning model and transmit it into the Internet of Things and 
transmit it to the ground, and they apply it on robots and detect continuous 
object classification and verification and take a good decision for the emergency 
response. 
In [19] this paper, they design and develop a crowdsourcing mobile application 
for any emergency disaster response on the basis of different types of 
requirements, user anonymity and friendliness, viewing of geographic 
information, and bi-directional and real-time updating. And this app is very 
useful for disseminating quality and timely geographic information during any 
disaster emergency. 
To achieve this aim, they used natural language processing and also used 
machine learning and responses by taking the first post to the right person that 
may have helped us with issues posting. And the disaster volunteers of the 
management are trusted to show that according to achieving the results. 
Now, in the below section, we have compared different types of papers, what they 
have done, what their problem statement is, what they have proposed as 
solutions, and also checked the gap or future work if they have mentioned it. 
In [31] this paper they have worked on crisis-related data from Twitter by using 
contextual representations. As we know, in the past few years, working on 
neural-based representations like word embedding has frequently been used for 
natural language processing for different types of NLP tasks. As we know, that 
word embedding plays a significant or important role in different types of deep 
learning natural language processing (NLP) tasks. 
Therefore, in this paper, they have found the best word embedding used for a 
particularly important and specific task. A dense classifier with contextual 
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representations on embedding from the language model is proposed, and such a 
type of embedding model is used for crisis-related data on social media during 
any emergency disaster or any other natural disaster. They have to work in real-
time from Twitter datasets; examples include the California Earthquake, Nepal 
Earthquake, and Typhoon Hagupit, and they have tried to perform and analyze 
with different parameters such as recall, precision, F1 score, and accuracy. 
So, in this paper, they have proposed the dense classifier with ELMo embedding 
models to give better accuracy as compared to the deep learning classifier 
(Convolutional Neural Network and Multilayer Perceptron Convolutional Neural 
Network with Crisis word embedding) and other traditional classifiers (Support 
Vector Machine). 
In [32], this paper discusses their work on informative tweet classification of the 
earthquake disaster situation in Indonesia. In this paper, they have explained 
that Twitter is one of the online media that produces a large number of important 
data on significant disaster-related data tweets. And these tweets contain 
information to take humanitarian assistance measures. In this paper, their main 
purpose is to train such a type of model where the model is based on the 
information sourced from Twitter and classifying different types of tweets and 
checking the tweets that are informative and which are non-informative by using 
an algorithm for classification. 
They explain that they work according to the previous research algorithm that 
has been considered appropriate in dealing with problems: Support Vector 
Machine algorithms. Based on that research, they develop research models by 
adding features of the Smote Up sampling imbalance and the Gini Index and also 
adding the Naive Bayes algorithms and comparing them with the accuracy of the 
classification algorithm. The data that are used from a tweet are related to 
Indonesia and have been collected using the Rapid Miner application and also by 
the use of GataFramework in the text processing. After applying this proposed 
method to the Support Vector Machine algorithm, it produces 81.03% accuracy 
and is superior to the Naïve Bayes Algorithm, which produced an accuracy of 
80.30%. Based on the result of the accuracy, both enter into a good classification 
algorithm, resulting in accuracy. 
In [33], this paper they have also worked on real-time earthquake detection 
using Twitter tweets. For this purpose, first, they have explained that, as we 
know, nowadays social media networks have become a part of daily life due to the 
rapid development of new and advanced technology and also the usage of such 
types of networking sites.  
And people come to know about the latest news alert related to natural calamities 
very quickly. But the authenticity of such a type of news needs to take care of 
developing a physical type of sensor system in the particular residential area for 
the earthquake to detect, which is very difficult, and also such a type of solution 
is very expensive. So, to resolve such types of issues, they used social media 
networks data, and by using this data, they help us and save lives. 
Twitter is one of the most essential, and it also contains lots of useful 
information. Such types of data are mentioned by users. By using Twitter, tweets 
related to the earthquake can be used to detect the temporal occurrence as well 
as try to find the locations of a humanitarian organization. For this purpose, they 
have proposed the system will be deep learning techniques such as RNN/LSTM 
to check the validity of Twitter tweets and try to give real-time detection of the 
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given event. In this, they have trained the machine learning model to train the 
tweets related to the earthquake. In the past, and that have been labeled by using 
crowdsourcing, plays an important role as the classifier to predict the validity of 
the tweets. In this system, they also used the Twitter API to listen to a particular 
keyword like earthquake and take these tweets as input. And then these tweets 
are converted to the word embedding‘s using BERT before applying them to the 
model. And the proposed system can also detect earthquakes. When it happens 
at a level of tolerance and ensures earlier warning to the public and then a 
particular or any websites. 
In the [34] paper, they are also working on focusing on a Twitter-based response 
system that uses the recurrent net of the different training classifiers on a 
disaster of the specific datasets from the Tweets. They use datasets from Twitter 
because nowadays Twitter has become one of the major sources of data for any 
research community working on the base social media domain. 
As we know, micro blogging sites receive millions of tweets in a single day on 
their platform. They explain that in the earlier study of the papers, they explain 
that during any disaster, the frequency of social media tweets grows 
exponentially. By using these tweets after analyses, they have obtained some 
actionable and important information related to the specific disaster or any 
specific event. 
So many of the tweets are used by the design of a semi-automated AI (artificial 
intelligence)-based system, and they extracted the actionable information. By the 
use of this actionable information, one can take effective disaster response. So, in 
this paper, the main goal is to classify such types of tweets on the recurrent nets 
for training a classifier on the specific tweets. Their proposed system is enabling 
the timely dissemination of information to the various stakeholders so that 
action is on time for the disaster response. 
And also, proactive measures are taken to reduce the many consequences of 
disasters. Experimental results show that the recurrent nets outperform the 
traditional of the different machine learning algorithms with accuracy in 
classifying disaster-specific tweets, and these tweets are taken from social media 
like Twitter. 
In [35] this paper explains the previous work on earthquake impact assessments 
normally done by non-governmental organizations (NGOs) sponsoring and 
collecting the data. So, in that approach, more time is consumed, and as a result, 
they become more expensive. So, they explain that recently social media has 
become more valuable and more important, and easily collected data from 
different tools and techniques. A large amount of first-hand data after the 
disaster helps us easily see great potential for decision-making. Nevertheless, 
extracting valuable and meaningful information from social media is an ongoing 
area of research. So, in this paper they test the accuracy of the pre-trained 
sentiment analysis (SA) type model developed by the no of the code. Machine 
learning type platform and Monkey Learn using the text of the disaster-related to 
the emergency response and one early recovery phase of three types of the major 
earthquake and that type of the struck at Albania on the 26th of November 2019, 
In this disaster, 51 deaths, 3000 injuries, and a large number of extensive 
damages. 
From this disaster, they have contained 695 tweets with hash tags. #Albania 
#Albanian Earthquake, #Albanian earthquake between 26th November 2019 and 
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3rd February 2020, In this paper, they used these data to test the accuracy of the 
SA pre-trained classification model, and they are developed by Monkey Learn to 
identify polarity in the text data. And this test explores the feasibility of 
automating the classification process to extract valuable and meaningful 
information from the text data from social media in real-time in the future. In 
which they test the no-code machine-type learning platforms and their 
performance by using the confusion matrix. 
Finally, they obtained an overall accuracy (ACC) of 63%, and also the 
misclassification of the rate is 37%. They conclude that the overall accuracy 
(ACC) of the unsupervised classification is sufficient for a preliminary 
assessment, but further research is needed to determine if the accuracy is 
improved by customizing the training model of the machine learning platform. 
 
Research Questions 

 Question 1. 
How to detect any disaster and manage a quick response? 

 Question 2. 
How good is the detection of disaster response in real-time generalization 
ability? 
 
Research Objectives 

 Objective 1. 
To detect natural disasters by using different machine learning techniques 

 Objective 1. 
To identify the needs of the people affected by the disaster area 
 
Research Gap 
However, in the past, research in this field has not had much data available. For 
this purpose, we will require entirely different approaches, tools, and techniques 
to help inform decision-making under uncertain conditions. The mismatch 
between high disaster response and disaster resilience becomes a critical 
problem for emergency management. 
―However, there is still a need to quickly respond to any disaster by using social 
media (e.g., Twitter and Facebook (Meta)) tweets to detect early response 
detect the need on affected by the affected area.” 
 
Problem Statement 
Whenever a disaster occurs, we have been too late informed, and our disaster 
response agencies‘ response is delayed. Due to the delayed response of our 
disaster response agencies as a result, the losses are increased. Our target is to 
detect disasters early and early respond to the disaster agencies for what is 
needed. 
 
Methodology 
Block diagram for proposed research methodology 
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Figure 1 : Block Diagram for Research Methodology 
 
Data Collection 

 Source of Data: The primary data for this research comes from 
social media platforms, specifically Twitter and Facebook. Tweets 
related to earthquakes from the period of 2019 to 2022 are 
collected using the Twitter API and Facebook Graph API. 

 Data Sources: Earthquake records from the United States 
Geological Survey (USGS) are used as ground truth data to verify 
the relevance and accuracy of the social media data. 

 Data Filtering: The data is filtered to include only tweets 
containing specific keywords related to earthquakes, such as 
"earthquake," "quake," "disaster," and others. The filtering process 
ensures that irrelevant tweets are excluded from the dataset. 

 
Data Preprocessing 
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 Data Cleaning: Raw tweets are preprocessed by removing stop 
words, special characters, URLs, and other irrelevant text. The text 
data is tokenized into individual words and then lemmatized to 
reduce words to their base form. 

 Merging Earthquake Data: The social media data is merged 
with the earthquake records from USGS based on location and 
timestamp to create a comprehensive dataset for analysis. 

 Handling Missing Data: Missing values are handled through 
imputation techniques or by removing records that lack crucial 
information, ensuring the dataset is complete for analysis. 

 
Feature Extraction 

 Text Features: Key features for text classification are extracted 
from the preprocessed data using techniques such as: 

 Bag of Words (BoW): A common method for representing 
text data by counting the frequency of each word in the document. 

 TF-IDF (Term Frequency-Inverse Document 
Frequency): A statistical measure used to evaluate the 
importance of a word in the context of the document corpus. 

 Sentiment Analysis: Sentiment scores are assigned to each tweet 
based on whether it expresses positive, negative, or neutral 
sentiment towards the disaster. 

 
Machine Learning Models 

 Model Selection: Eight different machine learning algorithms 
are used to classify tweets related to earthquakes. These models 
include: 
1.  Neural Network: A deep learning approach used to classify 
text data based on learned patterns. 
2.  Nearest Neighbors (KNN): A simple classification algorithm 
based on the proximity of data points in a feature space. 
3.  Linear Regression: Used as a baseline for prediction based on 
linear relationships. 
4.  Naïve Bayes: A probabilistic model used for text classification. 
5.  Decision Tree: A tree-based model used for classification 
tasks. 
6.  Random Forest: An ensemble method using multiple decision 
trees for improved prediction. 
7.  AdaBoost: An adaptive boosting algorithm that combines weak 
learners to improve prediction accuracy. 
8.  Support Vector Machine (SVM): A supervised learning 
model that finds the optimal boundary between classes. 

 
Model Evaluation 

 Metrics: The performance of each model is evaluated using the 
following metrics: 

 Accuracy: The percentage of correct predictions. 
 Precision: The percentage of relevant results among all 

retrieved results. 
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 Recall: The percentage of relevant results among all possible 
relevant results. 

 F1-Score: The harmonic mean of precision and recall, 
providing a balance between the two metrics. 

 Computational Time: The time taken by each model to 
process the data and produce results. 

 Cross-Validation: K-fold cross-validation is used to assess the 
generalization performance of the models and reduce the risk of 
over fitting. 

 
Disaster Detection and Response Management 

 Real-Time Detection: The models are tested for their ability to 
classify tweets in real-time during earthquake events. The response 
time and accuracy of disaster detection are key factors in evaluating 
the effectiveness of the system. 

 Response Management: The ability to classify tweets accurately 
is crucial for disaster response efforts. The models‘ output is used 
to generate insights for disaster management teams to respond 
more effectively based on the social media data. 

 
Comparison of Models 

 The models are compared based on their performance in terms of 
prediction accuracy, computational time, and their ability to 
generalize across different disaster events. The effectiveness of the 
models in real-time disaster detection and response management is 
also assessed. 

 
Results and Discussions 
After applying EDA (Exploratory Data Analysis), now the data can work on it. We 
have collected our data from tweets. After analysis of our data, the main purpose 
of the use of the data is to find out the location and then apply machine learning 
to it. we have done some work before on location; first, we have plotted the msno 
bar on our data. Then this type of graph is shown. 
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Figure 2: Msno Bar Chart of the Data 
 
Our target is to find the out location from the tweets column and also find based 
on location and also on the basis of location and tweets we find out the response 
that is the need during any natural disaster and what the location on early and 
able to identify early on the place things is required. 

 
Figure 3 : Are Null Column are Correlated 
 

In our dataset, there is a place column. When we are going to find out the 
location from the dataset, it is difficult to find the location. We have more than 
1000 tweets. We have found only two tweets where place columns are not empty, 
and other than that, all data are empty. 
So, we need such type of data where if some location is existing. So, again we 
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need new data from tweets to find out some locations exist. So, after some 
struggling again, we have been able to find out about another new dataset where 
more than a hundred locations are existing, 
Now we apply EDA and filter the data. About Datasets: After describing our new 
dataset, there are a total of 35 columns, and the data types are in different types, 
like bool (1), float64 (10), int64 (8), and object (17). When we are checked the 
particular place column where the place column is not null, There is not any 
proper location name exit, but their place data is in XML format we have 
attached the picture of the place column, Below have plotted the dendrogram to 
separate the null values. 

 
Figure 4 : Are there any common patterns of nullity between 
columns? 
We have our data set according to our tweets based on. When we checked, the 
tweets were in different languages. So, first of all, we have removed all rows from 
the data set where the tweets are not in the English language. So, only the 
English tweets are remaining to exist. 
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Figure 5 : Many languages are used in tweets? 
 
So, you can see that the place column has contained the type in points and 
coordinates and also in some numbers for form. 
After coordinates, the number is not a number but is latitude and longitude 
values. 
So, we need to find out the location by using these latitude and longitude values 
and identify the location. When we started to find out the location using the 
given latitude and longitude, it was difficult to directly use the latitude and 
longitude. So, for this purpose, we need to apply the API. Before applying the 
API, we also used some important libraries to identify the place of the location 
column by using %matplotlib inline! pip install -U missingno geopy we have 
loaded our data set only a single time; they have successfully installed it on our 
local Anaconda on Jupyter notebooks. After installation, we applied our 
algorithm to it. So, after lots of errors, finally, we have been able to successfully 
find out the location on the basis of latitude and longitude. After one day, when 
we ran the same code, they took some time and did not find any location. we had 
already found the location one day before, but that time they showed some 
critical error. 
The error is some server issue based on our tweets. It may be some security issue 
from the Twitter server side because their provided data maximum values of the 
location column are empty. 
But the main issue is that when we hit the first time from our local server from 
Jupyter notebooks. Then that‘s time initially; our message successfully hits the 
location server and gets a particular location from the server according to our 
place column values of their key points and coordinates of their latitude and 
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longitude. 
When we hit it the second time, they show an error on the JSON file and may 
have some API issues also; it‘s taken 15 to 20 min to get the location. After this 
issue occurred, we have been unable to resolve this issue for a few days to find 
the location.  
So, as we know, Google Colab is one of the fastest and most advanced tools for 
the scientists. And then we think that maybe through Google Colab, location 
issues may be handled. 
So, we have applied the same logic to Google Colab and then I‘ll successfully find 
out the location; also, it takes less time as compared to our local Anaconda on 
Jupyter notebooks. 
So, Google Colab can successfully handle our API location issues and handle our 
request again and again. Below we have explained our logic applied for the 
location to create an algorithm for the location. 
So, as we know, through the API, we can find out the location. So, first of all, we 
need to initialize the Nomination API. In the Nomination API, we get the 
geolocation by using the place column that exists in the useful data information, 
where points and coordinates and their latitude and longitude are. So, it‘s 
possible through geolocation that the user agent is‘geoapiExercises. 
Before applying the API, one thing is also needed to apply it. And also, one thing 
is that the place column is in XML format instead of the JSON format. As we 
know, XML format data is heavier as compared to JSON data. And JSON data is 
light data, and data is more efficient too as compared to all other formats of data. 
So, before applying the API, we need to convert it into JSON format, which is 
easy for us during the application of the API geolocator. So, when we applied 
geo-location, we were still unable to find the locations. And for this purpose, we 
have created an algorithm and found out the location. The algorithm for location 
according to our data format is also based on our requirement on our target.  
After applying the algorithms, we have faced lots of issues when applying them 
separately on single tweets where latitude and longitude are existing, so that‘s 
why it‘s easy to extract the location, When the same logic applies overall to our 
dataset, then that error occurs, and we am unable to find out any location. 
To resolve this problem, when we applied Lambda through the geolocator, then 
they could resolve this issue. The Python lambda is to execute expression, and a 
lambda is a functional use in Python. In Python, it is a small anonymous type 
function. Where that easily takes a lot of arguments and uses this, they find out 
the result and show the expression. 
So, finally, we have successfully found the location. We have added a location 
column to our dataset to find out the result saved on our particular location. 
According to their place column, latitude and longitude, we have attached a fig 
below where you can see the image according to latitude and longitude, and their 
location is found. 
 
Result 
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Figure 6: Location According to figure 3, latitude and longitude 
 
In the above figure, you can see their complete location is met. In the above 
result, there are five different pieces of information that exist. In figure line 2, 
you can see that the first words are Kenai Peninsula, the second word is Alaska, 
and the third word is the United States, and the remaining numbers are latitude 
and longitude. Now, the first working is City Name, 
and the second word is States or Provinces Name and the third word is Country 
Name. So, the city name, province, and country name are existing, so by using 
these locations and comparing them with tweets, we can check the tweets 
information for our final goal. When we had found out the location and also 
cleaned the data, then we plotted the heat map for missing values of the dataset. 
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Figure 7: Heat Map Missing Values 
 
In the above heat map plot, we can see that the end of the column is the location. 
We have added a new location column where their value is exiting. And also, we 
can see that there is some column that is empty, so we need this empty column, 
which is not required for our goal. 
After finding out the location, we need to do some filtrations on our dataset. As 
we know that, the main target of the data parts is the tweets. When we check the 
tweets, there are different types of URLs that exist. 
So, we need to remove all different types of URLs from tweets. It‘s not necessary 
to link use for our further work on our data. So, to remove links from the tweets. 
We need to create a function, so that‘s why we have used remove URLs (text); 
then we set the pattern and then compile the text of the data. After creating the 
function, we then applied the remove (URLs) on our tweets data and they have 
removed all types of URLs from our tweets. 
After removing all types of URLs from the tweets, the next thing is that some 
HTML also exists. So, for this purpose, we need to remove all different types of 
the HTML from tweets. It‘s not necessary to link use for our further work on our 
data. So, we need to remove HTML from the tweets. We need to create a 
function. Before creating the function in Python, there is a library for HTML that 
helps us to remove HTML from the whole data. 
So, after searching, we have found the library, i.e., from bs4 import Beautiful 
Soup, and after importing, the library defines the HTML text in Lxml form. And 
finally, by using the apply function on HTML text, that‘s why we have used 
remove URL (text), and then we set the pattern and then compile the text of the 
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data. After creating the function, we then applied the remove (URLs) on our 
tweets data and they have removed all types of URLs from our tweets. 
 
Location Address by Using latitude and Longitude 
Here we have attached our logic that applies to the thesis and how to get the 
location country name, province name, and city name if latitude and longitude 
have existed on tweets. 
 
Remove Punctuations 
To remove punctuation from tweets, first we have to import string punctuation. 
After importing the string, we defined the text and check method and then set the 
variable of x for punctuation. When we searched how many punctuations string 
the following punctuations i.e.  ‗!‖#$%&\‘()+,-./:;< = >?@[\\]^_‘{|}. 
Now, we are going to apply the above string to all our tweets from the dataset. 
First of all, we have to define removing punctuation and then we have declared 
the text as null and the text is not null, then check the char in the text and apply 
the for loop, and if the char is not in string punctuations, also use resub for 0-9 
values inside the text. 
We have done the above conditions, and then we have all these conditions on our 
dataset by using the apply lambda and removing punctuations from tweets 
through referencing the declared variable after applying the above logic to our 
tweets, then the tweet column, then another column, and saving other data on 
the newly created. 
 
Words Tokenization 
After removing punctuations, the next step is to tokenize our dataset's 
Tweet_punct column tweets of the words. To remove the tokenization, first of all, 
we have declared the method for tokenization, and inside the tokenization, we 
have given the text. 
After declaring the method, we split the words using the re.split function, and 
when they split the words, they return the words into the declared string value X. 
When we have done the above conditions, we apply all the above conditions to 
our Tweet_punct column and also convert all words into lower words. 
When we applied our above logic to the Tweet_punct column, then that‘s the 
time we created another new column named Tweet tokenized and saved the 
result in this column. Also, we have added logic that has been used for 
tokenization and how to tokenize the words from tweets and get the results 
properly. 
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Figure 8: Word Cloud of Tweets 1 
 
After removing the stop words, the picture is better than in figure 7. 
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Figure 9 : Removing Stop Words 
 
The above figure is further improved when we have removed the punctuation. 
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Figure 10 : After Remove the Punctuations 
 
After applying the above-attached figure to our tweet, we got the tokenized result 
in the below figure. 
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Figure 11 : Tokenized Tables of the Values 
 
Remove Stopwords 
Before applying to remove the words first of all we have to import removed 
words and download nltk for stopwords. After downloading the packing of the 
stopwords and then another thing should be applied to the stopwords and by 
using NLTK to convert the corpus and the stopwords into English. 
After doing the above part, now we apply the condition for stop words on text. To 
remove the stopwords, first of all, we have declared the method for removing 
stopwords, and inside the remove stopwords function, we have given the text. 
After declaring the method, we checked each of the words used if the word is not 
in the stop words function, and when they split the word, they return the words 
to the declared string value X. When we have done the above, conditions apply to 
all conditions on our tweet tokenized column.  
When we applied our above logic to the Tweet tokenized column, then that was 
the time we created another new column named Tweet nonstop and saved the 
result in this column. After removing the word, the result is the below figure. 
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Figure 12: Remove Stopwords of the Values 
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Stemming and Lemmatization 
For the use of the above two things, they need to create some important 
functions. We have created a function named stemming where we have taken text 
inside the function and applied it to their step words. After doing the above 
function, we then applied this function to our whole dataset on tweet datasets.  
After applying the above function, we got some results that we have added to the 
below figure. 

 
Figure 13: Stemming and Lemmatization Values 
Some issues occur during the course of which we need to install another library 
that is from NLTK, and that‘s WordNet. After downloading WordNet from 
NLTK, we then added another library from NLTK, which is OWM-1.4, and also 
added another important library for the lemmatizer, which is 
WordNetLemmatizer. 
After stemming, then we are going to lemmatize the stemmed tweets. For this 
purpose, we have created another function that is named lemmatizer. Inside the 
function of the lemmatizer, take the text to apply this text on the lemmatizer 
function on each word, get the results, and return the tweets. We have added a 
function below showing how we have applied our function finally and got some 
results. 
So, after applying the above function to all our tweets, we got some results and 
added these results below in figure form. 
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Figure 14: Word Tokenized Values 
After doing all these steps, now we want to check. Now we have added another 
function named clean_text(text). In this function, we have two different ways of 
the text. First, we checked the text in lowercase, which checks the text in words 
that are not in string punctuations and removes the punctuation. The second 
thing is to check the text from 0 to 9 and compare it with lowercase. 
After passing the above conditions, we checked the tokenization and split the text 
of the word one by one and stored it in the W+ variable. 
After completing the above tokenization steps, the second thing again was that 
we removed the stop words and stemming and returned all results in the text 
form.  
After applying the logic, then the next steps are to check for the count vectorizer 
and for CountVectorizer, first we have to import CountVectorizer from 
sklearn.feature_extraction.text, and then CountVectorizer applies to the text to 
analyze the clean text. And then also check the count Vector fit to transform from 
the dataset tweet column and get the number of tweets and words. 
 The next step is to check the count vector in array form and also the count 
vectorizer. And we have got the feature names. 
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Figure 15: Table of the Count Vectors Values 
After doing the above step, we now want to check the dataset size and shape of 
both datasets, original and updated, and check the difference between both 
datasets. 
For this purpose, we have shape and column functions. 
And also check the column for both datasets and check the difference between 
the datasets. For the original dataset column‘s shape: 
For the new and updated dataset column‘s shape And after the above, all steps 
then also save these into a CSV form named cleaned.csv. 
 
Find Location Inside the tweets 
Above, we have explained how we found the location address by using latitude 
and longitude. We have done another work where we have found the location 
from inside the tweets. 
We have checked all the tweets, and if any tweets have mentioned any country or 
any state/province or any city name that exists, then we have taken it from it. To 
obtain such a type of location from tweets. First of all, we have to install a 
location tagger. 
As we know, the location tagger is used to detect and extract the locations of 
countries, states/regions, and cities from given text or their URLs. They also help 
us find the relationship among cities, provinces/states/regions, and countries. 
After applying our logic location tagger and all NLTK, then we applied logic for 
the locations of the countries, states/regions/provinces, and city addresses to 
obtain success. 
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Figure 16: Table of the Location Extractor 
 
After successfully finding out the mentioned country and city from inside the 
tweets, we have done this work because of this reason. The reason is to extract 
the country or city, and any reason is that there may be chances that many people 
tweet from any other place; maybe their location is taken from them. And they 
mention any county, city, and region name in their tweet. So, that‘s why we have 
extracted the mention of the country and city from the text of the tweets. 
After the extracted countries, cities, and regions are taken into another new 
column. After finding these countries, cities, and regions from tweets, our next 
step is to find all those important and special items from tweets. And we have 
checked some important items like food, tents, matches, hygiene packs, camping 
gear, snacks, batteries, flashlights, etc. that are important items according to our 
thinking during any disaster time. 
So, by mentioning a few items above, we have extracted these items the same as 
the country extracted from tweets, we have extracted all these items from tweets 
and saved them in another new item column on our database. 
Our last work is we have been trying to find such types of words from tweets 
where these words have contained some intention. For example, need, needed, 
require, required, important, urgent, urgently, important etc. And the same as 
many more such types of words extracted from our tweets in which some 
intention exists. After finding these important words, then we are easily know 
what tweets are important, what is important inside the tweets, where their focus 
is, and what they want. After successfully found out all these important things. 
Then finally we created a table by combining all the above things. 
Below we have mentioned the item table. 
 
Items Table 
 
No # Item Count Items 
1 38 Backup battery 
2 24 barbecue 
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3 8 battery 
4 9 Battery Powered 
5 64 book 
   
Table 1: ITEMS TABLE 
 
Earthquake Addresses and Time Tables 
No# Time 

Stamp 
Tweet Clean Region Country City 

1 2022-08-01 
04:59:06 

70 magnitude 
earthquake 
hobipalooza alone 

Nan Nan Nan 

2 2022-08-01 
04:58:07 

brandyljensen 
noearthquake 
peligrietzer don‘t ... 

Nan Nan Nan 

3 2022-08-01 
04:57:50 

usgs report m198 
earthquake 7 km w 
orca washin... 

Washington Nan Washington 

4 2022-08-01 
04:57:50 

usgs report m12 
earthquake 65 km se 
denali nat... 
 

Alaska Nan Nan 

5 2022-08-01 
04:57:38 

transdano scared 
caused whole 
earthquake 
 

Nan Nan Nan 

 
Table 2: EARTHQUAKE ADDRESSES AND TIMES 
 
And this is our features table, consisting of three main thin ones in the country 
and second items, and the third is the frequency of the table, and finally, we are 
still working on labels. Now, we have created the probability of the item with the 
tweets and addresses figure added here. 
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Figure 17 : Item Probability data values 
 
So, there are some issues during the labeling of the data, so that‘s why, for this 
purpose, we have used USGS earthquake data from 2019 onward. 
We combined both our data, and then we considered the week-wise earthquake 
that happened and the city it was located at. Then we got the final table. 
 
Week Wise Earthquake Table 
No# timestamp depth magnitude City year week 

1770 
2019-01-01 
03:47:49.850000+00:00 

50.000 3.32 Charlotte 2019 1 

11768 
2019-01-01 
04:19:17.680000+00:00 

46.030 4.60 Aurora 2019 1 
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11753 
2019-01-01 
11:55:02.180000+00:00 

43.760 4.90 
Banda 
Aceh 

2019 1 

11742 
2019-01-01 
14:37:02.540000+00:00 

224.370 4.10 Seattle 2019 1 

11735 
2019-01-01 
17:17:08.780000+00:00 

108.390 4.10 
San 
Lorenzo 

2019 1 

... ... ... ... ... ... ... 

35 
2022-12-10 
10:44:37.380000+00:00 

13.620 2.57 Nice 2022 49 

33 
2022-12-10 
11:36:51.100000+00:00 

10.290 3.33 San Juan 2022 49 

25 
2022-12-10 
16:13:59.602000+00:00 

6.310 2.60 Van 2022 49 

12 
2022-12-11 
01:32:08.026000+00:00 

134.910 4.50 San Pedro 2022 49 

0 
2022-12-11 
09:07:41.641000+00:00 

44.586 3.10 Charlotte 2022 49 

 
Table 3: WEEK WISE EARTHQUAKE TABLE 
 
After this we got the final feature, and then we labeled all places that had an 
earthquake as 1 and applied that the place had a quake and finally attached a 
figure of our final labeling data. 
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Figure 18: Final Labeled from Features Data 
 
Now, data is prepared to apply the Models of our finally labeled data. 
 
 
Prepare Dataset for Modeling 
After successfully merging our new data with the USG's dataset, Then by the 
comparing both city-wise and month-wise by using embedding And we have got 
tweets embedding earthquake depth, earthquake magnitude, and also checking if 
the earthquake is in 0 and 1 form. 
If 0, it means no earthquake. 1 mean earthquake occurs. We have attached below 
all related results in table and image forms. 
 Time 

stam
p 

Tweets Tweet 
Embedding 

Eart
h 
quak
e 
Dept
h 

Earth 
quake 
Depth 

Earth 
quake 
Magnitu
de 

City Eart
h 
quak
e 

0 2022-
08-01 
04:59:0
6 

magnitude 
earthquake 
hobipalooza 
alone 

[-0.05080826, 
-
0.0025520804, 
0.047641296,  

-0.0... 0.00 0.00 UNKOWN 
 

0 
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1 2022-
08-01 
04:58:0
7 

brandyljensen 
noearthquake 
peligrietzer 
don‘t w... 

[-0.10833041, 
0.027527222, -
0.0060223234, 

 -
0.0... 

0.00 0.00 UNKOWN 
 

0 

2 2022-
08-01 
04:57:5
0 

usgs reports 
m earthquake 
km w orcas 
Washington 

[-
0.0071552075, 
0.0252599, -
0.007953779, 

-
0.10... 

18.57 2.58 Washingto
n 

0 

3 2022-
08-01 
04:57:5
0 

usgs reports 
m earthquake 
km w orcas 
Washington 

[-
0.0071552075, 
0.0252599, -
0.007953779,  

-
0.10... 
 

42.34 
 

2.77 Washingto
n 
 

0 

4 2022-
08-01 
04:57:5
0 

usgs reports 
m earthquake 
km w orcas 
Washington 

[-
0.0071552075, 
0.0252599, -
0.007953779,  

-
0.10... 
 

11.53 2.86 
 

Washingto
n 
 

0 

Table 4: Embedding Earthquake depth, Magnitude and cities 

 
Figure 19: Earthquakes with Count figure 
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Figure 20: Earthquake Magnitude and Count 
 
Another major contribution to this research work is a dataset of tweets on 
earthquakes between the years 2019 and 2022 along with details about 
earthquakes, including their depth, magnitude, and the city in which they 
occurred. And this allowed us to label the data with binary classes of an 
earthquake or not an earthquake along with frequencies of items most commonly 
needed during the earthquake. This dataset could further be used to train 
machine learning models that can predict an earthquake given a tweet as well as 
items needed during the earthquake. 
Another major contribution to this research work is a dataset of tweets on 
earthquakes between the years 2019 and 2022 along with details about 
earthquakes, including their depth, magnitude, and the city in which they 
occurred. 
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Figure 21: Earthquake Depth and Earthquake Magnitude 

 
Table 1: Tweet Embedding, Earthquake Depth, and Earthquake 
Magnitude 
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Figure 22: Subplot Earthquake Depth and Earthquake Magnitude  
 
Final Classification 
 
After fully preparing our dataset for modeling, we applied 8 different models. 

1. Neural Net 
2. Nearest Neighbors 
3. Linear SVM 
4. Logistic Regression 
5. Naïve Bayes 
6. Decision Tree 
7. Random Forest 
8. AdaBoost 

The test and train size is 0.25, and the random state is 45. 
 
Result: Neural Net 
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Result: Nearest Neighbors 

 
 
Result: Linear SVM 

 
Result: Logistic Regression 
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Result: Naïve Bayes 

 
Result: Decision Tree. 

 
 
 
Result: Random Forest 
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Result: AdaBoost 

 
Apply Confusion Matrix and Results. 
Neural Net 

 
Figure 23: Final Neural Net 
 
Near Forest Neighbors 
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Figure 24: Final Nearest Neighbors 
Linear SVM Image 

 
Figure 25: Linear SVM 
 
Logistic Regression Image 
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Figure 26: Logistic Regression 

 
Naïve Bayes Image 

 

 
Figure 27: Naive Bayes 
 
Decision Tree image 
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Figure 28: Decision Tress 
 
Random Forest Image 

 
Figure 29: Random Forest 
 
AdaBoost Image 
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Figure 30: AdaBoost 
 
Conclusion 
In this thesis, we want social media data-driven analytics to be studied for 
improving disaster response efficiency, and they investigate the public 
sentimental characteristics via machine learning techniques used for the 
detection of disasters and managing the quick response. Social media platforms 
like Facebook and Twitter receive an overwhelming quantity of situational 
responsive information. Aimed at present disasters, emergency response 
understanding is insignificant; the organization of human and artificial 
intelligence can improve disaster response efforts. We have divided it into two 
ways. First, we collect the disaster data from social media (e.g., Twitter and 
Facebook). Secondly, we use different machine techniques and respond to any 
disaster and easily control the disaster. 
Another major contribution to this research work is a dataset of tweets on 
earthquakes between the years 2019 and 2022 along with details about 
earthquakes, including their depth, magnitude, and the city in which they 
occurred. And this allowed us to label the data with binary classes of an 
earthquake or not an earthquake along with frequencies of items most commonly 
needed during the earthquake. 
This dataset could further be used to train machine learning models that can 
predict an earthquake given a tweet as well as items needed during the 
earthquake. 
Another major contribution to this research work is a dataset of tweets on 
earthquakes between the years 2019 and 2022 along with details about 
earthquakes, including their depth, magnitude, and the city in which they 
occurred. 
And this allowed us to label the data with binary classes of an earthquake or not 
an earthquake along with frequencies of items most commonly needed during 
the earthquake.  
After experiments, results in the thesis show that another major contribution to 
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this research work is a dataset of tweets on earthquakes. 
The future of working is by using different machine learning models and 
techniques, deep learning, and NLP. We got some expected results in terms of 
form. 
First, we have created our own dataset manually by using tweets on public data 
from 2019 to 2022. Then we have the data and remain only English tweets and 
remove other all-language tweets, and in this tweet‘s city names exist; that‘s why 
we have used name entity recognition and included the cities. And remove other 
extra columns from our dataset. 
And then normalize the tweets and clean them by using an NLP pipeline and 
removing stop words and also lemmatizing, and special characters are also 
removed from it. 
Secondly, we have the USGS website and scraped the data and obtained data 
from 2019 to 2022 with the same time duration and downloaded earthquake 
data. 
And 3rdly, we have merged both datasets on the basis of cities, and the cities of 
both datasets must be the same. And within 45 days, if the disaster is occurring, 
then we have added it in front of the tweets. 
And finally, we have applied 8 different machine learning algorithms and 
analyzed them. 
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